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A Parallel lnconlprcssible Navier-Stokes  Solver with
Multigrid iterations
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Abstract
Wc dcvclopcd  a parallc,l,  nunm-icall y accurate and stable, and cornpulationally  cfTl-

cicnt  finite-diffcrcncc incornprcssiblc  Navicr-Stokes (N-S) fluid flow solver. The solver runs
on both sequential and massively parallel compuicrs.  The nutncrical  method used here is a
second-order projection method (FM] CL al [1]) on a s~aggcrcd grid, A mul[igrid schcmc  is
used to speed up Ihc solutions of velocity and pressure equations at each time step. A donlain-
dccon~position  slratcgy  is used for parallcli~.ing  both Ibc  projection method and the multigrid
schcmc on fine and coarse grids. I’hc solver runs on any (logical) rectangular processor
meshes. ‘1’hc parallel solver was implcmcntcd  in C with lnicl NX and M 1’1 interfaces for n~cs-
sage-passing ‘1’hc  code is highly modular and it can bc used either as a stand-alone flow solver
and or a template code which can bc adapted or expanded to a specific application, Numerical
results and parallel performances of our code on ]ntcl  Delta and Paragon arc rcporlcd.

1. The l’rojcction Mcthocl and Ifs Parallel lmplcmcnfafion
‘1’hc idea of projcc[ion  method for solving incompressible Navicr-Stokes equations

was first dcscribcd in a paper by Chorin  [2]. IIcll ct. al cxtcndcd the mclhod to second-order in
liJnc  and used a Godunov-type SC] JCJUC in discrclizing  the convcc[ion term for numerical sla-
bilily.  Projection method is a type of ol~crator-sl~lil  li~~g mclhod,  w}~ic}l,  in solving the N-S
equal ions, separates the solutions of vclocit  y and pressure fields with an iterative proccdurc.
In particular, al each time slcp,  the momcnlum  cqualions  arc solved firsl for an intcrmcdiatc
vclocily  field wiihoul the corrccl  pressure field and thcrcforc  JIO inconlprcssibilily  condi(ion  is
cnforccd;  The intcrmcdiatc  velocity field is then “corrccicd”  by a projection slcp in which wc
SOIVC a pressure equation and then usc the computed pressure to produce a (more) divcrgcncc-
frcc velocity field, Our projection slcp,  which makes usc of the higbl  y cfllcicnt  muhigrid
solver, is rnathcmatically  equivalent to but different from what dcscribcd  in [ 1 ]. This prcdic-
tion-correction type proccdurc is usually rcpcatcd a fcw Iimcs uniil  reasonably good velocity
and pressure fields have bccJ} rcachcd for that time slcp.  In each time slcp of computing an N-
dimcnsional  (N= 2 or 3) viscous flow prob]cm using the second-order projection method, wc
need to SOIVC at lcasl  N IIalmholtx  equations for velocity and onc Poisson equation for pres-
sure. A fast  multigrid  elliptic solver can thus bc used to greatly improve the computational
pcrfonnancc of the flow solver.

Our code was designed to bc a general-purpose incompressible flow solver on a rect-
angular grid. The computations in tbc flow solver is parallclizcd  with a domain-decomposition
approac}l. For processing on the physical (fiJIcsl)  grid, Cxplicit  schcmcs  can bc naturally COJIF

putcd in paral]cl  with some cxchangc  of information at grid parlition  boundaries. What takes
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more work in parallel implcmcntalion  is the solutions of IIalmholtz and Poisson equations
with a multigrid  schcmc.  Wc usc a full V-cycle mull  i grid schcmc  (Briggs  [3]) with red-black
relaxation in our parallel rnultigrid solver, Since sornc of the coarse grids arc distributed in
subsets of’ working proccsscms  which conlain the physical finest grid, some cxlra work is
nccdcd for processing on those coarse grids. Our swatcgy is to SC1 up an hierarchy of (logical)
processor meshes corresponding to the hierarchy of nmltigrid. ‘1’hc  first  fcw finer grids usuall  y
arc rnappcd to the original processor mesh. This approach avoids global communications for
processing on coarse grids and the processing patlcrn  rcrnains  the same on all grids.

2, Numerical and Parallel l’crformanccs
The parallel 2D N-S solver has been tested on a smooth model problcm and it shows

a sccmd-order convcrgcncc  rate, as cxpcctcd,  The parallel solver has also been tcslcd on a
nurnbcr  of flow problems, including a 21> viscous driven-cavily flow and an inviscid jet flow
in a doubly periodic box. The scaling performance of the solver on lntcl Dclta and Paragon is
shown below, using up to 256 processors with the largest global grid of 4096x4096. It can bc
seen that  the flow solver scales very WCII on these machines for moderate siy,cs of grid in each
processor. For future work, wc plan to extend the parallel 211 flow solver to 311 cases and gcn-
cralizc i! to deal with problems with variable density and tcmpcraturc variations.

S c a l i n g  P e r f o r m a n c e  o f  the P a r a l l e l  N - S  So3ver
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